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Abstract—The increase of autonomy in autonomous
surface vehicles development brings along modified and
new risks and potential hazards, this in turn, introduces
the need for processes and methods for ensuring that
systems are acceptable for their intended use with respect
to dependability and safety concerns. One approach for
evaluating software requirements for claims of safety is
to employ an assurance case.  Much like a legal case, the
assurance case lays out an argument and supporting
evidence to provide assurance on the software
requirements. This paper analyses safety and security
requirements relating to autonomous vessels, and
regulations in the automotive industry and the marine
industry before proposing a generic cybersecurity and
safety assurance case that takes a general graphical
approach of Goal Structuring Notation (GSN).

Keywords— Autonomous marine vessels, Autonomous Driving,
Assurance Case, Vehicle Safety, Cybersecurity, Automotive
Standards

I. INTRODUCTION

The degree of automation within navigation systems
means that many manned vessels operate autopilot, ensuring
that the journey adheres to the planned trajectory. This is
enabled by connecting GNSS (Global navigation satellite
system) receiver with autopilot and gyro-compass, which
passes all relevant information to the autopilot. Then, a new
course can be computed and compared with the current
course, which establishes the basis for calculating the
correction to the rudder/thruster. An autonomous sailing
system principally consists of environment perception,
situational awareness, decision making, and controlling,
which enables more intelligent functions like environment
detection, obstacle recognition, collision avoidance, and
control.

An effective means of perceiving the environment is a
necessary precondition of safe sailing. For Autonomous or
Surface Vehicles (ASV, aka. Autonomous Sailing Vessels)
typically, there are multiple sensors used onboard, such as
the automatic identification system (AIS), through which
ships can broadcast static information (e.g., identification
number, ship name), dynamic information (e.g., position,
speed), and other relevant information to each other. In
addition, the vessels can utilise exteroceptive sensors such as
radar, lidar, and camera. In conjunction with these, AI-based
methods are usually required for the obstacle recognition,
classification, and tracking. Relying on a single sensor has
limitations since different types of sensors have different
cover ranges, applicable scenes, and measurement accuracy,
thus sensor fusion can lead to a better perception by utilizing
data from multiple sensors.

Another important aspect of the ASVs is a robust
collision avoidance system, with the effective collision
avoidance algorithms to ensure the safety during sailing. In
addition to its primary purpose, collision avoidance also
includes other concerns such as the dynamics of the ship,
external environmental disturbances, movement and
intention prediction of target vessels, and the compliance of
International Regulations for Preventing Collisions at Sea
(COLREGs)[1].  Considering all of the above, this usually
implies a significant computation load, especially in complex
scenarios. Ensuring real-time performance is a critical factor
in a practically viable system.

An assurance case is a document that outlines the process
and methodology that will be used to provide assurance on
the software requirements. It is important to include a high-
level overview of the system and its components, as well as a
general description of the environment in which it will be
operating. The assurance case should also include any
assumptions that have been made, such as those pertaining to
development methodology, user interface, or external
dependencies.



 With regard to the automotive industry, this example can
be seen as analogous to a vehicle with SAE level 4 autonomy
(for reference Table 1). The naval vessel industry does not
have standards similar to Safety of the intended function, or
functional safety, neither do they have an exclusive
cybersecurity standard. Using the FMEA and the attack tree
it is possible to extrapolate these concepts and help build on
the assurance case. Despite the lack of a specific standard,
these elements are still taken into consideration throughout
the life cycle and there is documentation in place to certify
any claims made.

Table 1: Society of Automotive Engineers (SAE) classification for the levels
of Autonomy

Feature Driver Support Features Automated Driving Features
Levels Level 0 Level 1 Level 2 Level 3 Level 4 Level 5

Control scope Warnings
and only
momentary
assistance

Steering OR
brake/ throttle
support

Steering AND
brake/ throttle
support

Can drive
vehicle for limit
ed conditions

Can drive
vehicle for limit
ed conditions

Can drive
vehicle under all
conditions

Driver input Always
required

Always required Always required May be
requested to
resume

Not required un
der some
conditions

Never required

Sample systems Blind-spot
warning,
AEB, LDW

Lane keeping OR
ACC

Lane keeping &
ACC

Traffic jam pilot Automated local
taxi (fixed
route)

Driving
anywhere,
under all
conditions

II. AUTONOMOUS SURFACE VEHICLES

ASVs are gaining increasing attention worldwide due to
the potential benefits of improving operational safety and
efficiency. An ASV is defined as a vessel that has achieved
some level of autonomy in its deployment[2]. The system on
board or at a remote site can assist human operators in
navigation or completely take over the decision-making and
control during the sailing. Lloyd's Register defines six
autonomy levels (AL) for ASVs, ranging from AL1 for ships
with data collated for onboarding decision making through to
AL6, which denotes a fully autonomous ship with
autonomous decision-making capability enabling itself to
finish tasks without any crew [3]. To achieve higher ALs,
many studies and commercial projects have been carried out
in the last decade. E.g., the Norwegian University of
Technology and Science conducted a project, Autosea,
aiming at sensor fusion and collision avoidance for ASVs
[4]. Another research project, Remote Operations of
Machinery and Automation Systems (ROMAS) was
established by DNV GL, Høglund, Fjord1, and the
Norwegian Maritime Authority in 2018 to explore the idea of
moving the engine control room from the ship to a shore-
based center [5].

In contrast to the automotive industry, where the
autonomous system is typically composed of three parts:
perception, decision making, and control [6], autonomous
sailing systems follow the architecture of the guidance
navigation control (GNC) system [7]. Although these
systems are designed differently, their functionalities are
similar. The navigation sub-system collects information from
sensors to support the guidance system. The guidance system
is engaged to detect and solve the conflict simultaneously,
namely decision-making. The control system implements the
planned actions. Plus, additional functional modules can be
added to achieve full autonomy, such as environmental
modeling, localization, obstacles detection, classification,
and tracking.

Since adequate perception of the environment is a
necessary precondition for safe sailing, an ASV typically
boasts various exogenous sensors used onboard, such as
radar, LiDAR, and camera [8], to perceive the surrounding
environment. Radar uses a rotating antenna to sweep a
narrow beam of microwaves around the water surface
surrounding the ship to the horizon, detecting targets by
microwaves reflected from them. Usually, radars with
multiple bands are used to cover different ranges and
distances [9]. Further, LiDAR and cameras/infrared cameras
have become popular for ASVs in conjunction with deep
learning (DL) methods due to their success in the application
of autonomous driving [10][11][12]. Additionally, the
automatic identification system (AIS) is a ship-tracking
system that uses transceivers on ships and is used by vessel
traffic services (VTS) [13]. Ships can broadcast static
information (e.g., MMSI number, IMO number, ship name),
dynamic information (e.g., position, speed), and other
relevant information through AIS. Endogenous sensors, such
as IMU and GNSS, are used to locate the own ship.
Although these sensors have already been in practical use for
navigation, a single sensor always has limitations due to its
limited cover range, applicable scenes, and measurement
accuracy. Therefore, sensor fusion is further required to
combine the functionalities of various sensors effectively
[14][15]. All the perception steps aim to obtain a better and
broader detection of the environment, which enhances the
situational awareness of the autonomous sailing system.

Another critical aspect of the ASVs is the collision
avoidance (CA) module with effective and robust CA
algorithms [7]. With the processed data from the perception
module and situational awareness of the current sailing
situation, the CA module is designed to provide a safe and
feasible solution. Apart from the above primary purpose, CA
also includes other concerns such as the dynamics of the ship
in question, the external environment disturbances and
movement and intention prediction of target ships.
Furthermore, the compliance with International Regulations
for Preventing Collisions at Sea (COLREGs) makes it more
challenging [16]. In addition, as a computational algorithm, it
usually means a significant computation load, especially in
complex scenarios, after considering all the above concerns.
Even though many studies have been conducted to propose
effective and efficient CA algorithms [17][18], designing a
CA system considering all aspects is still challenging[19].

Conventional module engineering deals with these
modules separately including the data processing and
transmission between each module. An information flow
diagram of an ASV is presented in Figure 1. Raw data from
sensors need to be pre-processed, e.g., filtering and
enhancing, and then passed to other modules. Methods, such
as artificial intelligence (AI) technologies are used for
follow-up obstacle recognition, classification, tracking, and
collision avoidance. Another way is end-to-end (ETE)
learning [20], which trains a neural network using a certain
data format (e.g., raw data from radar or LiDAR) as input
and outputting the desired results directly (e.g., obstacle
detection results or the control commands directly). All the
parameters are trained jointly. ETE learning can be used for
functionalizing a single module or a wrap of multiple
modules. However, low explainability is a common problem
that makes it not fully accepted by the industry yet.



There is no doubt that ASVs have become a part of the
digital world, with owners and equipment manufacturers able
to remotely monitor, manage and actively intervene in
maintenance and operations. However, to achieve complete
autonomy, there is also a new challenge in the transmission,
processing, analysis, and storage of the data. Real-time
information gathering from the surroundings is mandatory,
and communications between each module, as well as the
ship and land, must be broadband and have low latency.
Redundancy is usually added over the distributed system to
cope with the damages and errors of individual hardware and
modules. The whole autonomous system should also be
sufficiently robust to the different scenarios and potential
hazards.

Figure 1: Information flow of an ASV [6,18]

III. SAFETY AND SECURITY

A. Marine Industry
Ships are the most secure and ecologically friendly mode

of commercial transportation[21]. Almost all shipping
operations have long been committed to safety, due to the
innate possibility of danger. The shipping industry was one
of the first to establish universally accepted worldwide safety
standards.   Because shipping is fundamentally international,
it is governed by several United Nations bodies, including
the International Marine Organization (IMO), which has
produced a comprehensive set of worldwide maritime safety
laws. On the other hand, all governments demand that ships
and other maritime constructions flying their flag meet
specific criteria. A non-governmental regulating organization
known as classification society, is an organized operation in
the marine industry, the vessel and offshore structure
development. The society oversees developing rules for the
design and classification of ships and offshore buildings.
IMO and the Governments are influenced by classification
societies, that appeal to the user base, when deciding on
regulations. Ship surveyors, naval architects, and a wide
range of certified marine engineers are used by classification
societies. These professionals oversee monitoring ship
building and maintenance, as well as conducting required
surveys of ships currently in operation to ensure that
standards are fulfilled[22]. To improve stability, safety, and
cleaner emissions, classes are designed to control the
structure and design of all vessel types. To that aim,
classification societies agree on technical standards,
supervise designs, and double-check computations to
guarantee that the rules are followed. Qualified personnel are
assigned to inspect ships and structures during construction
and commissioning, as well as to survey vessels (including
submarines) on a regular basis to verify that they continue to

meet all requirements. They are also in charge of classifying
offshore constructions such as oil rigs, platforms, and other
structures. Propulsion systems, navigation devices, pumps,
valves, and other equipment are all included by this survey.
The 3 largest classification societies are DNV, (Det Norske
Veritas,) Nippon Kaiji Kyokai, and ABS (the American
Bureau of Shipping)[23]. The main Regulations followed by
all classification societies are:

• SOLAS (International Convention for the Safety of
Life at Sea) Established in 1974 and updated to
date defines and clarifies the minimum standards of
safety equipment on board

• MARPOL (International Convention for the
Prevention of Pollution from Ships) Available
since 1978 discloses the requirements necessary to
prevent pollution from occurring yet accidental or
as a result of routine operations

• COLREG (Convention on the International
Regulations for Preventing Collisions at Sea)
Accepted since 1972, and mainly achieves what the
road safety rules do on cars.

• ISPS (The International Ship and Port Facility
Security Code) From 2002 onward is the gold
standard of marine vessel safety it has been
updated to also include cybersecurity.

B. Comparison with Automotive Industry
After analyzing the safety and security concerns

surrounding autonomous vessels, it has become clear that
there are many overlapping aspects with the automotive
industry. Thus, it may prove beneficial to integrate methods
and approaches utilized within the automotive industry in
order to enhance the safety and security assurance practices
within the autonomous vessel industry. In particular, there is
tangible potential in extrapolating the cybersecurity case
integrating safety concerns as used in the automotive domain
(cite) for use within the assurance process of autonomous
sailing vessels.

Regarding safety the automotive industry is bounded by
the UN-ECE type approval regulations plus ISO 26262 for
Functional Safety and ISO 21448 for Safety of the intended
function (SOTIF). These regulations also not just are legally
binding but needed to compare and be compatible with all
other vehicles. [24] Other than the regulations automotive
vehicles are set on consumer tests like NCAP to see if they
are more than the standards and regulations and how they
rank. So even when there are many regulations, standards,
and consumer tests on automotive, marine manages to
achieve the same objective through its organizations and has
been doing it since before cars. Tools like a FMEA (Failure
Modes and Effects Analysis) are used in vehicle safety in
addition to a HARA (Hazard Analysis and Risk
Assessment), ASIL (Automotive Safety Integrity Level), as
for functional safety (FS) these tools are applied to a Goal
Structured Notation (GSN) safety case. Considering that for
the current scenario there is an existing FMEA, it will be
used to create the safety objectives ala FS trying to not forget
the vital parts of SOTIF[25]. Therefore, by narrowing the
ideas from the FMEA it is possible to convert them into
goals or claims that fit the method for the assurance case.
The FMEA will also help to counterclaim and argument



these goals and eventually deduce evidence regarding its
status.

Security and cybersecurity specifically become
harder to manage as technology and automatization develop
farther, the vehicle industry normally follows ISO21434 and
the mandatory UN regulation 155. Both the standard and the
regulation require a safety case, and to do so a holistic
approach that can consider the links with safety is effective.
When it comes to the marine industry, IMO Resolution
MSC. 428(98) introduced in 2021 has various cybersecurity
requirements for ships. The main difference is that IMO
requires the owners to assess the cyber risks while the
automotive industry expects it from the developers. With an
attack tree, things that are linked to security become more
apparent and logically perceivable. The threats of an attack
tree can seamlessly transfer into the assurance case.

IV. METHODS AND TOOLS

It is considered that an assurance case for automotive
cybersecurity should ideally provide the following basic
characteristics and requirements. This is based on emerging
technological trends in the automotive industry, as well as
current functional safety engineering practices. It should
address aspects beyond traditional safety, including
availability of mission-critical (rather than safety-related)
functions, privacy issues, fraudulent financial transactions,
and indirect safety implications (such as kidnapping). The
aim of this is to produce a more explicitly "adversarial" case
than has traditionally been used in functional safety, in a
similar style to the way legal cases are presented and
examined in a court of law. It is expected that such a
cybersecurity case would effectively be the first draft of a
dynamic assurance case that would be updated through the
operational life of the vehicle. Ongoing assurance activities
will also be needed to complement the product launch
assurance, in order to ensure that cybersecurity assurance is
maintained over the operational lifetimes of vehicles as
outlined in UNECE regulations and ISO/SAE 21434.

Systems will need to cope with the inevitability of threats
that were unforeseeable at design time, and must be able to
address aspects beyond traditional safety concerns. These
include availability of mission-critical (rather than safety-
related) functions, privacy issues, fraudulent financial
transactions, and indirect safety implications (such as
kidnapping), among others. The goal is to create a case that
is more openly "adversarial" than what has previously been
utilized in functional safety, comparable to how legal cases
are presented and reviewed in a court of law. This
cybersecurity case is planned to serve as the initial draught of
a dynamic assurance case that will be updated during the
vehicle's operating life. In addition to product launch
assurance, ongoing assurance operations will be required to
guarantee that cybersecurity assurance is maintained
throughout the operating lifespan of vehicles, as defined in
UNECE standards and ISO/SAE 21434.

The concept of risk is a combination of the likelihood of
an event and the severity of its impact on the stakeholders,
such that low severity with a low likelihood represents a low
risk and high severity with a high likelihood represents a
high (and probably unacceptable) risk.  In cybersecurity,
threats, and attacks on the vehicle, perpetrated by malicious
individuals, could lead to a variety of possible outcomes,
including safety impacts as well as non-safety risks.  Risk

analysis is the process of identifying and analyzing potential
issues that could have a negative impact for the stakeholders.
It should be noted that the severity of impact can only be
assessed at system level, where the impact on the
stakeholders can be assessed, whereas the likelihood depends
on the individual likelihoods of actions in the chain of events
that lead to the specific outcome.

A defining process and what made the cybersecurity case
something relevant to OEMs is ISO/SAE 21434 and UNECE
Regulation 155, that is heavily backed up by the ISO
standard. And even though the standard does not actually
identify a specific method to build the case it has a clear
objective by conveying that it shall be created to provide the
argument for the cybersecurity of the item or component,
supported by work products, and that it can be created by
combining customer supplier cybersecurity cases but most
also support post-development. The standard has a clause
focused on operations and maintenance, in this section the
relation of prerequisites for post development are relevant,
and how it must be used in the instant of delivering
updates[26][27]. Section 6 specifically mentions the need of
a cybersecurity case while Section 9 details the concept
phase, by (1) defining the operational environment, (2)
specifying the cybersecurity goals and claims and (3)
specifying the cybersecurity requirements. Section 10 aims
to verify the cybersecurity requirements, identify and
manage vulnerabilities; and provide the evidence that it
complies with cybersecurity.

A. Attack Trees
Attack trees are a long-established method for aiding the

security analysis of a wide variety of systems, particularly
within the IT domain with respect to cybersecurity. Within
the automotive domain, attack trees have proven to be a
popular method of performing aiding threat enumeration and
related activities such as risk assessments and even
penetration testing, with the attack tree being explicitly
mentioned in the ISO/SAE 21434 standard. Briefly, attack
trees consist of a directed acyclic graph which breaks down
nebulous attack goals into more immediately understandable
individual components following a hierarchal tree
structure[28]. This allows the analyst to more intuitively
understand how individual threats or vulnerabilities can
combine to facilitate larger scale attacks targeting a wide
variety of damage scenarios.

As an extension to the base attack tree, Attack-Defense
Trees (ADT) have also become a popular technique for
analysing threats and identifying counter measures in
cybersecurity. This provides a methodical, graphical way of
modelling possible cybersecurity threats to systems while
also enabling the explicit consideration of countermeasures
and the attacks which can be mounted against them, allowing
for a more expressive and wider-reaching cybersecurity
assessment. Like attack trees, ADTs are represented in a
logical way and follow the node flow in one direction. For
each node of an ADT that has more than one branch the
relationships between the subsidiary branches may be either
disjunctive (OR) or conjunctive, the latter using either a
simple AND or a sequential AND (SAND). The SAND
approach provides a more compact representation a specific
sequence of steps that may be needed to mount an attack.
ADT techniques have many advantages, for example they
are easy to understand and can be easily shared and



explained to people with little experience in security, and can
often be reused to address similar threats[29].

B. Goal Structured Notation and Confidence Maps
The GSN safety case structure works towards a “goal”,

which is a claim, through a strategy and context, which are
arguments, then leads to a solution, that is evidence. The
“vanilla GSN” mentioned also has the possibility of
extensions that make the safety case building more effective.
These extensions include maintenance of arguments,
modular safety cases, assurance case patterns, eliminative
argumentation and more. As a technique that is easily
understood and able to present advanced concepts, it has
been appearing with increasing frequency in the domains of
safety and security [30].

In eliminative argumentation there are three potential
types of doubt; doubts about the claim, doubts about the
evidence, or doubts about the inference used to link the claim
and the evidence. The objective is therefore to identify the
relevant doubts about claims, evidence and inferences, and to
provide counter arguments against the identified doubts
where possible to increase confidence in the assurance
case[31].

A graphical representation of an eliminative argument is
described as a confidence map, as it details the identified
doubts concerning an argument and also shows whether
these doubts can be countered or if they remain, thus
illustrating the confidence that can be attributed to the
argument. It should be noted that not all doubts will have the
same importance, and appropriate weightings should be. To
maintain the clarity of the safety case it has been
recommended that the confidence map should be separate
from, but linked to, the safety case [32].

V. PROPOSED METHODOLOGY

A generic Cybersecurity Assurance Case is
proposed here that takes the general graphical approach of
GSN, whilst applying the additional symbolism of
confidence maps from eliminative argumentation[31], and
also integrating the structure of ADTs to augment and
amplify the arguments. The symbols used in the generic
illustration presented here are summarized in Figure 2, with
the meaning behind each symbol elaborated below.

Figure 2 Key to symbolism used in the proposed methods

Arguments taking account of the potential for
unforeseeable cybersecurity risks and the requirements for a
through-life cybersecurity management system (denoted by
CSMS) are present in the method. The system description,
which provides the context for the assurance case, is
indicated by a white ellipse. The claims are represented by
blue rectangles, which are justified by inference rules
represented by green rectangles. The claims may be
challenged by rebutting defeaters, the inference rules by

undercutting defeaters, and the evidence by undermining
defeaters[33]. These challenges may be responded to by
using further claims, inferences, and evidence. The need for
a robust threat analysis approach is also included, along with
the treatment of a threat judged to be of inherently
acceptably low risk, and considering a cybersecurity
management system (CSMS). Lines of argument that are
considered to have been acceptably resolved are indicated by
the grey circles.

The diagram method illustrates approaches for threats
involving attack trees that could contain disjunctive and
conjunctive relationships (the latter including both simple
and sequential AND possibilities). These could be addressed
either by outright elimination of possible attack steps
(denoted by "ATK" and represented by circles with red
boundaries), or at least mitigating the vulnerability to reduce
the anticipated likelihood of success to a sufficiently low
level to achieve an acceptable level of residual risk. These
requirements for defense are indicated by dashed lines
terminating in claims for possible successful elimination
(denoted "ELIM" in a blue box) or mitigation
countermeasures (denoted by "MIT" in a blue box), which
therefore represent sub-claims that must be supported by
appropriate evidence.

It should be noted that if an OR node occurs in an attack
tree fragment then all of the options must be addressed with
suitable countermeasures in order to achieve complete
resolution. If there is an AND or SAND node, however, then
mitigating any of the contributors could be sufficient to
achieve the necessary risk reduction.

To understand the order and usage of the method, here
are some simple guidelines and an easy way to remember the
shapes and usage of the method:

• A context {white oval} can be placed anywhere it
defines or limits the contextualization, by
formatting the statements and ideas that limit and
contain argument.

• A goal {blue rectangles} are the claims of an
argument and the main debatable object of this
assurance case. They are the initial structure and
continue to be the main point of diversion within
the assurance case. When an ADT branch happens,
mitigations and defenses become claims, and
therefore goals, by themselves. They are followed
by inferences or rebutting defeaters.

• Evidence {White polygons} provide factual
information that validate. They are bound to follow
goals or defeaters before being validated by an
“OK”

• Inference Rules {green rectangles} present a
possible scenario that support a claim and tend to
start using the word “if”. As the name implies an
inference rule is a condition that is supporting a
claim through reasoning the basis of the evidence.
They follow either goals or rebutting defeaters.

• Rebutting defeaters {pink polygons} challenge the
claims, by claiming a counter-condition or
scenario, they tend to start with the word “Unless”.
They follow claims and are followed by inferences
when an acceptable condition can be deduced or



inferred; or may be followed by an ADT where
necessary to develop the argument through attack.

• Undercutting defeaters {Orange polygons}
challenge the inferences and tend to start with
“but”, they aim to point out how the inferences
could be less of effective or weaken the logical
conclusion on which the inference was reasoned.
They follow inference rules and are to be followed
by evidence to clarify. They follow inferences and
are to be followed by another inference or
evidence.

• Undermining defeaters {Yellow Polygons}
challenge the evidence and tend to start with
“However” or “Still”. The lessen the effectiveness,
power, or ability of the evidence by pointing out
how that evidence might be void. They follow
evidence and should be followed by further
evidence.

The idea is that this approach could be implemented into
a future cybersecurity case framework, and more specific
examples are developed in the line of the research.

A. Requirements
   The method explained is a holistic assurance case that

considers elements of safety and security, to produce a
logical and efficient diagram to follow. The process leading
to be able to generate all of these requirements relies on
organizational safety and security, the culture of safety and
security within manufacturing process and proper life cycle
management from concept phase till postproduction phase;
this industrial and organizational processes are bigger than
the scope of this document, that just aims to focus on a new
approach on assurance cases. As a regular assurance case it
requires some information bestowed upon it before hand,
then it can be summarized in the following points:
• Identifying hazards: As implied if there are no

hazards identified there will be no assurance case
as the goals and claims aim to ensure they are as
hazardless as possible. (Activities and methods
necessary could be, but not limited to: HAZOP,
Fault Tree Analysis, etc.)

• Extent of harm: Deciding who might be harmed,
when, and how. (Activities and methods necessary
could be, but not limited to: Asset definition,
damage scenarios, ASIL analysis, etc.)

• Evaluation of risks:  All the risks associated with
the identified hazards. (Activities and methods
necessary could be, but not limited to: Risk Matrix,
TARA, Risk determination analysis etc.)

• Mitigation strategies: Deciding on the necessary
control and security measures, necessary to
counter, deter, stop or mitigate threats. (Activities
and methods necessary could be, but not limited to:
Attack path and feasibility rating, adversary-driven
state-based system security evaluation, quantitative
cyber risk reduction estimation methodology, etc.)

• Recording Evidence: As not all evidence should be
implied, many should come from statistics or
testing. Documentation must be clear on recording
those findings and implementing them. (Activities
and methods necessary could be, but not limited to:

Vehicle & component Testing, Statistical Data,
etc.)

• Evaluating and monitoring: Progress and changes
should be maintained under observation as ongoing
basis, any change should be considered and
assessed properly in accordance with all previously
mentioned requirements. (Activities and methods
necessary could be, but not limited to: product Life
cycle assessment, product update process, etc.)

Even when the above-mentioned requirements are
essential for building an assurance case it is also important to
consider legal requirements and following certain
standards[27].

B. Step by Step Build up
In order to make the process tangible and the possibility

to create an assurance case in this style, three phases are to
be stablished. The second phase or building phase should be
repeated iteratively until the process is completed.

1) Start Phase
This phase is the beginning part, it is important to set the

main goal and have all the sub goals clear, plus all context
must be defined. Information for the goals, context and any
argumentation or evidence should be clear before proceeding
to the next step.

2) Building phase
This phase is made of several steps, these steps are to be

repeated iteratively until all branches are concluded. In this
part of the process all open elements must be reconsider until
all branches are deemed OK, and therefore closed.

1. Interconnect any non-connected context that is
relevant to the “Goal” {Blue rectangle} on the
topmost part that it is not yet completed.

2. Set any strategies in the form of inference rules
{Green Polygon} relevant to this “Goal”

3. Put any rebuttal that the claim “Goal” may face as
a rebuttal defeater {Pink Polygon}

4. Check if any inference can be undercut by an
undercutting defeater {Orange polygon}; when
an undercutting defeater follows an inference,
the inference gives context and works as a
strategy, like in the vanilla GSN, letting the
undercutting defeater be more direct.

5. Try to link any relevant evidence {White Polygon}
to any open defeater or inference

6. Check if the evidence can be undermined if it can
be it shall be placed with an undermining
defeater {Yellow Polygon}

7. Review open rebuttal defeaters if they invoke a
possible attack path develop the attack tree
regarding it

8. Develop the attack tree until attacks are mitigated
or eliminated, any mitigation or elimination of
a threat will become a sub goal {Blue
rectangle} and should be reviewed next as a
starting goal.

9. Check if there is any evidence {White Polygon} or
inference {Green Polygon} relevant to an open
defeater and link it.



10. Check if evidence that could not be undermined or
inferences that where not challenged can be
deducted as safe as possible with an “OK”
{grey circle}

11. Make sure the current branch has reached an “OK”
and restart the building phase from a goal in
any unclosed branch.

3) Verification and maintenance phase
During this phase it is important first to review the

resulting diagram everything has been correctly validated
with paths being ensured with an “OK” through validation
or deduction. Any change, upgrade or update of the system
should be analyzed in this phase and when required return to
the building phase.

VI. EXAMPLE USING THE METHODOLOGY

This example was created in a secondment at RH Marine
where the inner workings of an ASV were analyzed and the
documentation of an attack tree and a FMEA were used to
produce the example. It consists of an AI that should
maintain a self-diagnose system capable of understanding
and identifying threats, risks and hazards.

A. Marine Vessel SafetyIdentification of potential hazards
This section identifies the safety hazards, in reference to

any hazard that may cause a physical harm or loss inherently
from the AI. The main hazards are the following:

• The loss of the Vessels Ability to maintain its
position

• Problems relevant to the ability to self-drive
• Unavailability of the control systems
• Communication problems
• Failure of collision avoidance (Other vessels and

shore)
• Non functionality of alarms and problem detection

systems
• Incorrect lighting or identification
• Unreadiness to depart from docked
• Safety of the crew and evacuation methods

B. Marine Vessel Security: Identification of Threats
Regarding security threats the most important factors to

consider and that are the backbone to an attack tree
regarding these issues are:
• Confidentiality Issues: This considers that the

information regarding the vessel loses the secrecy
of the private information it possesses

• Attacks on the AIS: May be due to spoofing either
the closest point of approach (CPA) or Search and
Rescue Transponder (SART). Also, an inaccurate
understanding of the weather will affect how the
AIS responds.

• GPS Attacks: Anything from spoofing to
eavesdropping on the location can have dire
consequences in helping the vessel orientate

• Radar System Attacks: Any potential attack on the
radar system will cause the effect of blinding the
vessel

• Access to the Network or Server Issues: The server
provides access to information pertinent to decision
making, limiting this access disables control and
service

• Limiting the Availability: Reducing availability
functions

• Problems with the physical bridge or Workstation:
This would not permit a manual override to save
the vessel.

C. Example Diagram
Description and diagram of the applied assurance case,

the example is shown as figure 3 and detailed in the further
images

Figure 3 Applied method into an assurance case

Figure 4 Enhanced detail of figure 3 part 1



Figure 5 Enhanced detail of figure 3 part 2

Figure 6 Enhanced detail of figure 3 part 3

VII. EVALUATION OF EXAMPLE

An FMEA sourced from RH Marine provided most of the
information needed to produce the assurance case, with the
relevant safety and security context established each of the
desired goals can be challenged with a relevant threat
scenario. Figures 4 and 6, alongside the sub goals after the
attacks on Figure 5, show a consistent method of
representing threats resolved via the FMEA within the

diagram. For the FMEA analysis, it is important to
enumerate as many of the possible failures, and the potential
solutions (being backed up by the FMEA) logically deducing
the “OK” by adhering to the documentation.

Even when the hazards and threats are identified, the
ability to link them to safety and security goals becomes
significant, especially in terms of clearly demonstrating the
explicit relationship between safety and security  in the big
picture. In Figure 5 the effects of the attack tree are in full
view and directly influence the subgoals that appear as
mitigations or eliminations. With regard to the possibility
enumerating every possible attack mentioned in an attack
defense tree within the assurance case, this is not the
intended purpose of an assurance case. Instead, the assurance
case succinctly demonstrates all relevant claims through
logical deduction and reasoning, and attempting to fully
reason through every little detail in an attack defense tree
would prove cumbersome. Instead, the most relevant
potential attacks can be integrated into a more compact
attack defense tree by summarizing various branches within
a more contextually sound and abstract manner, with the
main concern being that each branch is logically proven safe
and secure.

Significantly, by comparing and contrasting the method
with additional documentation it can be shown that the
method takes in consideration relevant data to demonstrate
assurance. Within the automotive industry it is important to
rely on a GSN Safety Case, ASILs and HARAs, and thus in
the naval industry it is expected that any analysis or
assurance would still comply with its relevant regulations.
Additionally, the management of the data and the
recollection of such can be considered acceptable by taking
in account how the information from the FMEA and the
ADT were represented, it also demonstrates that with respect
to the available information it can be assured that it is as safe
and secure as reasonably possible by clearly demonstrating
the safety and security threats and how they are linked and
mitigated. This becomes apparent with the use of the relevant
attacks show in Figure 5. Thus, if the evaluation is performed
taking in all the relevant consideration outlined, the result is
acceptable as an assurance case, that can be interpreted as a
safety case or cybersecurity case.

VIII.CONCLUSION

The amount of automotive vehicles outweighs the
marine vessels, making the quantity of sold each year more
than the quantity of marine vessels sold, and therefore by use
the traffic is different, leading to different regulations. But
regarding safety and security the objectives remain the same,
keeping the users and the people as safe as reasonably
possible be it from intentional or non-intentional harm. Using
a method as the one explained in the paper it becomes more
apparent how safety and security link; but it also helps
tackling things from a different perspective by using
inductive reasoning to reach the same conclusion as the
documentation it relies on. When the methods goals cannot
be closed using inductive reasoning it might be an indication
that while creating the documentation some assumptions
were made and must be addressed to close the goals. This
method has been used in automotive examples such as a
traffic recognition system and updating a safety critical
system. The idea that it can be apply to other industries and
still preserve the core objective of assuring safety and



security might open the door to trying to apply methods from
other industries to deepen assurance specially as AI driven
vehicles start to take over.
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