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Abstract—In this paper, time diversity is used as a technique
to achieve EM resilience in a redundant communication channel
that is subjected to multi-frequency electromagnetic disturbances.
The geometry under study is subjected to strong incident fields
consisting of random angles of incidence and polarizations. Time
diversity is used as a measure to achieve fault tolerance in
the system. The effects of a multi-harmonic Electromagnetic
Interference (EMI) on the functional transmission signal inside a
redundant three-channel system with time diversity is compared
to the base case with no time diversity.

The study shows that time diversity proves to be quite an
effective measure to incorporate fault tolerance in redundant
systems which are interfered by multi-frequency disturbances.
The results reflect a clear improvement in performance in terms
of the Bit Error Rates (BERs). Furthermore, results show that
time diversity when suitably employed for a particular EMI
disturbance can lead to optimal improvement in performance.

Index Terms—Electromagnetic Interference (EMI), EMI Re-
silience, Statistical Electromagnetics, Electromagnetic Compati-
bilty (EMC), Autonomous Systems

I. INTRODUCTION

The technological development that mankind has witnessed
over the last quarter of a century has been quite impressive
and awe-inspiring. Modern engineering marvels such as self-
driving cars and autonomous robots are highly intricate in
nature wherein a number of enabling technologies are simul-
taneously at work. Besides, there has been a great emphasis
on making highly automated systems with minimal levels
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of human intervention. However, dependability becomes a
major concern whenever we talk about highly automated or
autonomous systems.

In these highly complex, mission-critical systems, the po-
tential hazards that can occur due to EMI can hardly be
overestimated. Therefore, it is imperative to apply a risk-based
approach to EMC as the current rule and test based approach
is insufficient to provide a true estimate of all reasonably
foreseeable failures that can arise due to EMI [1]. The novel
discipline of EMI resilience aims to incorporate various risk
reduction measures within the design itself so as to limit the
safety risks due to EMI to a tolerable level [3], [4]. The IEEE
EMC Society’s standard development project P1848 [4] enlists
a set of EMI resilience techniques and measures, which can
help in realizing systems which are inherently more robust to
EMI. Since EMI leads to systematic, common-cause failures
inside a system, many of the techniques from the discipline of
functional safety for embedding fault tolerance are proposed
for a more robust EMC design [4]. One of those techniques
for improving the resilience of safety-critical systems to EMI
is to combine redundancy with some form of diversity in
order to realize an EM-diverse system. Various successful
implementations of EM-diverse systems, i.e. time diversity
[5], frequency diversity [11], spatial diversity [6] and different
matching schemes [7] have been reported in literature for
single frequency disturbances. The research in [5] indicated
that time diversity when optimised for the EMI disturbance’s
frequency gives the best performance.

This paper extends the concept of time diversity further by
using it as a countermeasure against multi-frequency distur-
bances. Time diversity results from [5] show a considerable
improvement in performance in terms of the bit error rate
when implemented optimally for a single frequency excitation.



However, extending the concept of time diversity to multi-
frequency disturbances leads to a more complex range of
scenarios wherein the optimal time diversity is not evident
right away.

The remainder of this paper is organized in a way that in
Section II, the simulation model and the concept of time
diversity are explained. Section III gives an overview about the
calculation of induced voltages while Section IV explains how
the transmission BERSs are calculated. Section V highlights the
three major insights obtained from the study of time diversity
for multi-frequency disturbances and Section VI lists some
concluding remarks.

II. PROBLEM FORMULATION

The analysis was carried out using an in-house built simula-
tion framework in which the geometry, encoding scheme, EMI
environment and the voting scheme can be freely selected. The
following sections give an overview of the simulation set-up.

A. Geometry Under Study

The simulated geometry is shown in Fig 1. It consists of
three redundant channels parallel to each other with equal
spacing. The same geometry is chosen as in [5] where time
diversity was studied for single-frequency EMI. The three
parallel micro-strips are driven by 1 V power supply with a
source impedance of 50 {2 and are terminated with a 50 2 load
impedance.

Fig. 1. Three channel redundant system

Since the trace’s characteristic impedance is matched to the
load at the output port, the maximum output voltage for a
1V applied signal is equal to 0.5V. The same bitstream is
transmitted over the redundant channels as shown in Fig. 1
while the geometry at the same time is disturbed by EMIL.

B. Encoding Scheme

A random stream of 100 bits is first encoded into voltages
using a Non-Return-to-Zero-Level (NRZ-L) encoding scheme.
A 0’ bit is encoded as OV while a ’1’ is encoded as 1V.
EMI disturbance for each statistical angle of incidence is
sampled at the middle of each bit period. Fig. 2 shows a
snapshot of a 200 MHz EMI disturbance sampled on a 200

EMI disturbance superimposed on the voltage signal for an inident field strength of 100V/m
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Fig. 2. EMI sampling at the middle of each transmitted bit

MHz encoded bit stream.

C. The Idea behind Time Diversity

The fact that EMI leads to a common cause failure, meaning
that identical components are likely to fail in a similar manner,
makes redundancy on its own insufficient for improving the
overall system’s resilience to EMI. Diverse redundant archi-
tectures for EMI have been explored using time diversity [5],
frequency diversity [11], spatial diversity [6] and different
matching schemes [7]. For time diversity, it was shown in [5]
that provided that the predominant EMI disturbance frequency
is known, a sinewave can always be sampled at its most diverse
points for each redundant channel. Then the sampled voltage is
as distinct as possible, thereby maximizing the time diversity’s
effectiveness.
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Fig. 3. Concept of time diversity for single frequency EMI disturbance

Fig. 3 explains the concept of time diversity for a single
frequency EMI disturbance. The bits transmitted across re-
dundant channels are mutually shifted so that the incoming
EMI disturbance is sampled at a different time instance in
each channel. This leads to a different voltage being induced
in each individual channel. When combined with a suitable
voting scheme, this technique can be used as an effective coun-
termeasure against the common cause effects of EMI. Time



diversity technique for a three channel system is governed by
the following relationship.

Tsu, = do.Tprv (D

TSH3 = dl-TDIV (2)

where T'pry is the period of the chosen time diversity fre-
quency, d, and d; are constants, and Tsy, and Tspy, are the
bit delays in the 2" and 3™ channels, respectively.

For optimal time diversity for a single frequency EMI, it was
shown in [5] that shifting the bit signal by 120 degrees with
respect to the EMI signal from channel to channel leads to the
most diverse behavior and, hence, an optimal improvement in
terms of the BERs when the traces are close to each other.
In other words choosing Tpyy equal to the period of the
interfering EMI i.e. Tg s, and choosing d, and d; as 1/3 and
2/3,respectively leads to the scenario where a sinewave ends
up being sampled at its most distinct points. For the ensuing
analysis of time diversity for multi-frequency disturbances,
Tgarr would correspond to the period of the composite EMI
disturbance while we keep d, and d; the same as 1/3 and
2/3, respectively.

D. Voting Scheme

Redundancy, EM-diversity and majority voting are used to
embed fault tolerance in the design. So for a three-channel
redundant system a voting based on a 2003’ scheme is used
to decide the voltage level at the output ports. For decoding
the voltages at the output ports two thresholds are considered
i.e. 1/3™ and 2/3 of the maximum output voltage. Received
voltages below 1/3 V, are decoded as "0’ and above 2/3 V,
are decoded as ’1°. The received voltages in between these two
thresholds are decoded as ’2’ and are deemed as faulty bits.
Fig. 4 explains the decoding procedure used in our simulation
model.

Vmax = 0.5V
) Received '1'
Higher threshold = 0.33 V /\\/AVA N
\ / \/ >Fau|ty bit '2'
Lower threshold = 0.167 V ‘/\V"V -
Received '0'
Vmin=0V

Fig. 4. Decoding of received signal at the output ports

The majority voter makes the final decision about the bit which
is actually received by looking at the three received decoded
bits. The majority voter’s outcome is the value that occurs
two or three times among the three received decoded bits.
Of course, it can and will happen that the majority voter’s
outcome is different from the actual transmitted bit. In this
case, a bit error occurs as shown in Fig. 5. Finally, note that
if any of the three received voltages falls in between both
thresholds( the case of faulty bit ’2’ in Fig. 4), a bit error is
always assumed.
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> No Bit Error
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transmitted b‘t—|d=—received bit 2 bits received correctly

2 channel o
transmitted bit received bit— * Voter
3¢ channel

transmitted bit—e———————————received bit \
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:> Bit Error
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Fig. 5. ’2003” Majority voting scheme

E. EMI Environment

Simultaneous EMI disturbances at different frequencies

can occur in real-life scenarios and thus any EMI-resilient
technique ought to be tested in a harsh EM environment for
its true merit. Hence, the simulated EMI environment in this
study is modified to a square-wave excitation comprising of
various harmonics of the fundamental frequency. A previous
study [10] has shown that the same three channel communica-
tion system becomes significantly more susceptible to multi-
frequency EMI disturbances and leads to worse performance
in terms of the BERs.
To test the susceptibility of the system under test to har-
monics of the fundamental frequency, a square waveform is
constructed wherein all the harmonic components are in phase
as shown in Fig. 6.
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Fig. 6. 200 MHz squarewave EMI excitation along with its harmonic

components

III. CALCULATION OF INDUCED VOLTAGES

To calculate the induced voltages on the redundant three-
channel system in an efficient manner, the antenna reciprocity
theorem is used [8]. Using this algorithm, the geometry’s
far-field response in the transmit mode is captured for each
port and each harmonic frequency with a single full wave
simulation. The far-field patterns along with the characteristics
of the particular EMI waveform are then used to calculate the
received voltage at the ports in the time domain.

As can be seen in Fig. 7, the actual induced voltage at the
port terminals is different from the actual impinging external
square-wave EMI disturbance.



200MHz incident squarewave along with its harmonics for an incident angle of 6 =45°and Q= 45°
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Fig. 7. Received port voltage along with its harmonic frequency components

IV. BIT ERROR RATE CALCULATION

The BER is calculated by sweeping the external multi-
frequency EMI over all the possible angles of incidence,
polarizations and phases with which it can impinge on
the device under test (DUT). Fig. 8 shows a time domain
visualization of a theta-polarized EMI disturbance for three
different angles of incidence.

EMI disturbance superimposed on the bitstream for different angles of incidence
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Fig. 8. Time domain visualization of EMI superposition on the transmission
signal

The BER is then calculated as the total number of incorrectly
received bits for a certain bit pattern for all possible angles
of incidence (6, ¢,%) and time delays (a) with which the
square wave disturbance can interfere with the transmitted bit
stream. Mathematically the BER can be expressed as
number of bits received incorrectly

BER = 3
bitpattern length .ngs.ngs.nys-Nas )

where

ngs represents the number of polar angles.

ngs represents the number of azimuthal angles.

Ny Tepresents the number of polarization angles.
Nas represents the number of time delays considered.

A uniform distribution of time delays is assumed over the
entire period of the disturbance signal. Fig. 9 shows three de-
layed versions of a 200 MHz square-wave EMI superimposed
on the actual bitstream. In our simulations 41 time delays are
considered over the range of O-7 rad.

Delayed versions of a 200 MHz EMI signal superimposed on the bit stream
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Fig. 9. Uniformly distributed delayed versions of a 200MHz EMI signal
superimposed on the transmitted bit signal

V. TIME DIVERSITY FOR MULTI-FREQUENCY
DISTURBANCES

To extend the idea of time diversity to multi-frequency dis-
turbances, a simulation was carried out to compute the BERs
as a function of the square-wave fundamental frequency. BERs
are computed with a resolution of 25 MHz over a fundamental
frequency range of 0 to 1GHz wherein each square-wave
contains contributions from its first 5 odd harmonics.

Bit Error rate vs fundamental frequency for different time diversity shifts

—— No Time diversity P i T
)
—— fgy = L00MHz B \‘:‘\‘\
N
3| — fgy = 200MHz ST \ SRR T E R
5 | fav =300MHz s P S N\ TS
= 20 s ] von roAN N 4
[J] /o1 (WP YA [ AN
s Shor VO 1 v\ /
S AN X R roroN F
15 A AYE Sae SN o /) A
o T\ ~~ vy 11 \, Ad
S / / / N A
£ S A RN TR ¥
’ A \ \ 1
b - Y v AW
£ P S AN
@ el N e W
5 ,f\ W

e L
AT
AN e

0 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50 0.55 0.60 0.65 0.70 0.75 0.80 0.85 0.90 0.95 1.00 1.05
Fundamental frequencies[Hz] B

o

4

Fig. 10. Comparison of time diversity implementations with the base case

The black curve in Fig. 10 represents the base case where no
time diversity is applied. The green, purple and orange curves
represent the scenarios where time shifts corresponding to time
diversity frequencies of 100 MHz, 200 MHz and 300 MHz
are used. At first glance it appears that the application of
time diversity leads to a general improvement in performance
over the considered frequency range in terms of the BERs.
The following sections give a more detailed analysis of the
individual insights that the simulation has revealed.

A. Frequencies With no Improved EM-Diversity

The initial points worth noticing are the frequencies for
which time diversity does not lead to any improvement in
terms of the BERs. As can be seen in Fig. 11, at the ’un-
diverse’ frequencies, we witness the same BERs as the base
case where no time diversity is applied.

At closer inspection, it becomes apparent that the un-diverse



Bit Error rate vs fundamental frequency for different time diversity shifts

Bit Error rate vs fundamental frequency for different time diversity shifts

30 No Time diversity e No EM-Diverse behavior
— f4, = 100MHz NN
.

) — fay = 200MHz sl YN TTeraedcee el
= | — fav =300MHz YN VN A RN
X | Vo [ Y ~
20 S voxh AN Y
) [ VN Y !
2 (] Vo TN h
© / l'\\l-vl“\ A WL rr \ 1
o 15 7 (W] ~ ’ ' [} \

[ I Nl \ \ 4
S R - \ ,[.| 11 v\ 4
e S \ [ S ) N -
= 1 e Loy -
w 4 14 \ \

10 S0 v \\ 1
= g JLa W
] g N 4 NV

5 -5 W * v

S XN
o \}g:)d il L
/
0] emelece™
0.

)0 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50 0.55 0.60 0.65 0.70 0.75 0.80 0.85 0.90 0.95 1.00 1.05
Fundamental frequencies[Hz] leo

Fig. 11. Frequencies at which time diversity doesn’t lead to any improvement
in terms of the BERs

frequencies are the ones where the time shifts due to time
diversity are a multiple of the 3 harmonic of the chosen time
diversity frequency. For instance, the case of a 600 MHz EMI
signal with a time diversity frequency of 100 MHz can be seen
in Fig. 12. As 600 MHz is a multiple of the 3™ harmonic of
the time diversity frequency of 100 MHz, even with time shifts
in redundant channels, EMI is getting sampled at the same
instance. The voter therefore, perceives the same signal across
each channel and thus no improvement in BER is possible.

Visualizing 600 MHz EMI with time diversity frequency of 100M
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Fig. 12. Sampling instances on the three different channels for the undiverse
scenario

B. Frequencies Corresponding to Local Maximas

Local maximas are the regions which correspond to peaks

in the plot with only a minimal improvement in the BER as
shown in Fig. 13.
To explain this phenomenon let’s take the example of the peak
in the green curve for a 1.05 GHz EMI signal with a time
diversity frequency of 100 MHz. Applying optimal diversity
formulas (1), (2), the time shifts for each channel can be
calculated as

T
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Fig. 13. Maxima points with minimal improvement in terms of the BERs

where n is the ratio of the applied time shift and the EMI time
period. Fig. 14 shows a visual illustration of the case under
study. The voltage superimposed on the 2" trace is 3.5 EMI
periods delayed in comparison to the signal sampled on the
1% trace and the 3™ trace in turn samples a voltage which
is another 3.5 EMI periods delayed. As a result of n being
a half-integer the 2" trace samples a voltage which is 180°
delayed to the original EMI signal while the 3" trace samples
the same voltage as that on the 1% trace.

Visualizing 1.05 GHz EMI with time diversity frequency of 100M
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Iftn=2+ % for the set of all integers Z then mutual
time shifts of 180° would cause two of the three channels to
sample the same signal. Hence, in this case of a three channel
redundant system, the 2003 voter would not be able to recover
the double fault scenario and, as a result, we see only a slight
improvement in the BERs.

C. Frequencies Corresponding to Local Minimas

Frequencies correponding to the local minimas are the ones
where a substantial improvement in terms of the BERSs is seen.
In other words, these are the regions where time diversity
performs the best. Let’s take the example of a 800 MHz EMI
disturbance with a time diversity frequency of 200 MHz which
represents a local minimum in Fig. 15.

Using the same analysis as in section VI.B we can calculate

n.
Tprv

Tsy, = = 1.66 ns
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Fig. 15. Minima points with a substantial improvement in terms of the BERs

2Tprv

TSH3 = = 3.331ns

femr =800MHz = Tgyr = 1.25ns

Fig. 16 shows a visual representation of the case under study.
The sampling instances for the 2" and the 3™ traces are
shifted by approximately 4/3™% and 8/3'% of the EMI period,
respectively. Since we are dealing with a three-channel system,
mutual time shifts of 120° with respect to the fundamental
EMI period lead to the most diverse situation and, hence, the
lowest BERs.

Visualizing 800 MHz signal with time diversity frequency of 200M
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CONCLUSIONS

A comprehensive study was undertaken to investigate the
merit of time diversity as a viable EMI resilience measure
in harsh electromagnetic environments represented by simul-
taneous multi-frequency disturbances. As a particular case, a
square wave excitation comprising of various harmonics was
chosen as the source for the electromagnetic disturbance in
planewave conditions. Results have shown that time diversity
indeed proves to be an effective mitigation measure against
EMI because of a demonstrable improvement in terms of the
BERSs over a large part of the the frequency range of interest.
However, the results have also pointed towards certain lim-
itations of the time diversity technique whereby for certain
frequencies, the system doesn’t behave as EM-diverse. As

future work, it would be worth investigating time diversity
in combination with other hardware based EM-diversity tech-
niques to further improve fault tolerance capabilities of EM-
diverse systems.
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