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Abstract—This paper describes a novel technique for removing
the influence of a continuous wave (or narrowband) electromag-
netic disturbance in orthogonal frequency division multiplexing
(OFDM) systems with quadrature amplitude modulation (QAM)
or phase-shift keying (PSK) modulation schemes. The technique
relies on a mathematical derivation of how a continuous wave
electromagnetic disturbance induces spectral leakage in the
OFDM system. Using this derivation, an algorithm is obtained
that aims to cancel the continuous wave electromagnetic dis-
turbance by estimating its frequency, retrieving its amplitude
and phase from the corrupted OFDM frame. Note that the
algorithm does not require any prior information about the dis-
turbance. The proposed algorithm is validated through thorough
simulations, covering different modulations, noise variations and
spectral leakage cases, and compared with standard OFDM per-
formance without the algorithm. Through our experimentation
it has been demonstrated that for a disturbance frequency not
equal to one of the OFDM subcarriers, the algorithm can estimate
the disturbance frequency with high precision, resulting in a
gain of more than 80 dB when compared to the case without
the algorithm. For a disturbance frequency equal to one of the
OFDM subcarriers, a simple coding technique such as Hamming
& interleaving enables the user to remove the disturbance.

Index Terms—Orthogonal frequency division multiplexing
(OFDM), continuous wave noise, electromagnetic disturbance
(EMD), narrowband interference (NBI), noise cancellation

I. INTRODUCTION

Wireless communication has become ubiquitous and is
one of the most common forms in use today. It covers all
aspects of modern life, from infotainment services (streaming
platforms, social networks) to military and space implementa-
tions. Wireless connectivity is also being heavily incorporated
into autonomous systems including automobiles. Within the
automotive sector, there are six levels of automation [1].
The 6th level does not require any supervision or a human-
in-the-loop that presents significant engineering challenges,
including among other things, electromagnetic compatibility
(EMC), reliability and safety. The IEEE 802.11bd and 5G
NR protocols are seen as the most probable ones to be used
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in autonomous vehicles [2]. The communication basis for
these protocols is orthogonal frequency division multiplexing
(OFDM) [3].

OFDM divides its bandwidth into multiple subcarriers or-
thogonal to each other, allowing to eliminate guard intervals
between subcarriers (which are used in frequency division
multiplexing) and increase the bandwidth efficiency. By intro-
ducing orthogonal subcarriers, an OFDM system can reduce
the intersymbol interference (ISI) due to multipath fading to
a bare minimum [3]. However, despite all its advantages,
OFDM is not flawless and has drawbacks such as sensitivity
to Doppler shift and frequency synchronization, high peak-to-
average-power ratio (PAPR) and a decrease in efficiency due
to the implementation of guard intervals [3].

The two new previously mentioned communication proto-
cols (IEEE802.11bd and 5G NR) will be used in vehicle-
to-everything (V2X) communication. Their main features are
evaluated in [2]. However, the authors of [2] do not consider
EMD in the shape of a narrowband continuous wave (CW)
electromagnetic disturbance (EMD). In [4], the authors sug-
gested a simulation and measurement strategy to evaluate the
current protocols and possible improvements. This paper uses
this strategy to evaluate such an improvement.

A CW EMD represents a signal that has a constant
amplitude, phase, and frequency. This interference can be
unintentional and coincide with the wireless communication
frequency band, or it can be a so-called ”jammer” [5], [6]
that could intentionally generate it. That is why CW EMD is
sometimes called a ”constant jammer” [7].

The influence of CW EMDs on wireless communication
systems is certainly not a new concern and has already
been the focus of previous research. For example, in [8] the
authors analyzed a long-term evolution (LTE) system intended
for use in future vehicle applications. They investigated its
susceptibility to different types of EMD, including CW EMD.
They concluded that CW EMD has the most influence on LTE
systems when the disturbance occurs in between two adjacent
subcarriers.

In [9], the authors investigated the influence of CW EMD on
OFDM systems in general. The authors conducted a number of
simulations corrupting an OFDM signal with a CW EMD at
different frequencies between two adjacent subcarriers. The
results confirmed the findings achieved in [8] and showed
that for an equal amount of power, a CW EMD degrades
the performance of OFDM much more than, e.g. a broadband
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additive white Gaussian noise (AWGN). In [9], the authors
showed that 5G NR did not consider that the impact, that
CW EMD has, heavily depends on the disturbance’s exact
frequency position.

The current state-of-the-art CW EMD mitigation techniques
can be divided into two groups:

1) Cancellation based on:
a) estimation [10], [11];
b) spectral leakage property [12];
c) soft/hard decision [13], [14].

2) Filtering [15], [16].

However, all the aforementioned techniques are based on
several assumptions:

1) the methods described in [11] and [12] assume that the
CW EMD frequency is known in advance;

2) in [10], the estimation of the CW noise frequency through
interpolation [17] is based on prior information about the
CW EMD power spectral density (PSD);

3) the techniques in [13] and [14] rely on the fact that the
first decoded subcarriers of an OFDM frame should be
the most reliable with the highest signal-to-interference-
plus-noise (SINR) ratio;

4) in [15], the filter has to pass a learning phase achieved
by sending 1000 signal-free training samples at the be-
ginning of each OFDM packet.

Considering that the data rate (so and the symbol rate Bd)
in modern OFDM systems is high, one may assume that the
EMD within one OFDM frame remains constant (CW EMD).
The algorithm proposed in this paper exploits this assumption
and does not require any additional filters or prior information
about the disturbance.

The remainder of this paper is organized as follows: Section
II includes a mathematical explanation of the algorithm and its
work principles, which is crucial for understanding the further
sections. Section III proposes the simulation setup and clarifies
the main parameters under which the algorithm was tested.
Simulation results and an evaluation of the proposed CW EMD
cancellation are also presented in Section III. Finally, Section
IV draws concluding remarks. In what follows, the ∗ sign is
used to indicate an estimation of a variable at the receiver’s
side (i.e. the estimation of Em is defined as E∗m).

II. DESCRIPTION OF THE ALGORITHM

A. OFDM frame transmission

For better comprehension of this section, a basic OFDM
communication system is shown in Fig. 1. It represents the
transmitter and the receiver of the communication system
under consideration. Note that some blocks of this system were
deliberately omitted to simplify the following explanation.
Binary input data are modulated using a quadrature amplitude
modulation (QAM) or phase-shift keying (PSK) modulator and
represented as the complex number Sk = Ik + jQk, where k
represents the subcarrier number. K symbols are then used
as an input of the inverse discrete Fourier transform (IDFT)
having a size of K samples in time as an output.

Each nth sample after the IDFT block can be written as:

xn =
1

K

K−1∑
k=0

(Ik + jQk)e
j2πkn/K = an + jbn, (1)

where xn is the current OFDM sample.
It is assumed that the system is fully synchronized in both

the time and frequency domain. Cyclic prefixes or pilot sym-
bols are not implemented since we consider perfect multipath
fading equalization. The OFDM samples xn are then mixed
to the passband carrier frequency fc, as shown in (2), and
transmitted through the air using an antenna.

sn = an cos(2πfct) + bn sin(2πfct). (2)

During the transmission, the CW EMD, defined in (3)
as n(t), is added to the time-domain OFDM signal sn(t),
resulting in the received time-domain signal zn(t) as defined
in (4):

n(t) = ACWcos(2πfCWt+ θCW) (3)

zn(t) = sn(t) + n(t). (4)

In (3), ACW denotes the noise amplitude, θCW and fCW
represent the phase and noise frequency, respectively. This
frequency fCW can be derived in terms of fc. Let fdiff be the
difference between fc and fCW, so that fdiff = fCW−fc. Then
fdiff can be split into the sum of two parameters:

fdiff = (d+ α)H , (5)

where H is the subcarrier spacing defined as Bd
K , in which Bd

is the symbol rate or the baud rate. The symbol d is an integer
number, such that d ∈ [−K/2;K/2− 2]. Note that K should
be even. The parameter α defines the position of the CW EMD
between the two subcarriers d and d + 1 (see Fig.2a) and is
within the range [0 : 1[. Note that when α = 0, the CW EMD
is located exactly on the subcarrier and only for the subcarrier
(coherent sampling) with which fCW coincides; an error value
is added (shown in Fig. 2b). All the other α values result in
spectral leakage (non-coherent sampling resulting in CW EMD
power leakage) and add an error value to all subcarriers (shown
in Fig. 2a). The algorithm presented in this paper exploits
this phenomenon for OFDM communication and broadens the
work presented in [18] and [19], where the spectral leakage
phenomenon was exploited to analyze the signal measured in
time-domain near-field scanning.

At the receiver, samples are converted back to the baseband
frequency as:

rn = zn cos(2πfct) + jzn sin(2πfct). (6)

After filtering out the high frequency components (higher than
fc), the received baseband signal becomes:

rn =
an
2

+ j
bn
2

+
ACW

2

(
cos(2πfct− 2πfCWt− θCW)

+j sin(2πfct− 2πfCWt− θCW)

)
=
an
2

+ j
bn
2

+
ACW

2

(
cos(2πfdifft+ θCW)

−jsin(2πfdifft+ θCW)

)
. (7)
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Fig. 1: OFDM communication system

The received K samples are then transformed back to the
frequency domain using a discrete Fourier transform (DFT)
with ideal automatic gain control to remove the division by
two, as shown in (8):

Rm =

K−1∑
n=0

2rne
−j2πmn/K , (8)
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Fig. 2: Real values of CW EMD after DFT at the 39th

subcarrier: (a) α = 0.5, (b) α = 0. In both figures the
amplitude and phase of the interference stay the same.

where Rm is the received OFDM symbol, and m is the
subcarrier.

B. Extracting the CW EMD from the OFDM frame

The received samples after the DFT block derived with (8)
can be represented as the sum of two components: the symbol
component Sm and the CW EMD component Em as shown
in (9):

Rm = Sm + Em. (9)

Depending on the CW EMD power, the symbols after QAM
demodulation can either be erroneous or correct. If they are
correct, then the QAM demodulation itself is not affected by
the CW EMD component Em and maps the received symbols
back to original symbols Sm. However, at a certain power
level, the CW EMD component introduces symbol flips, re-
sulting in erroneous demodulation. In that case, the communi-
cation is impaired. Fig. 3 illustrates this, where the quadrature
phase-shift keying (QPSK) modulated symbols were smeared
with CW at 2 dB signal-to-interference ratio (SIR). The dashed
black line subdivides Fig. 3 into four quadrants inside which
there are four QPSK modulated symbols (blue circles), shown
for reference. If a disturbed QPSK symbol (red circle) does not
leave the reference signal’s quadrant, then the demodulation
results in correct symbols. If not, as it is in the bottom-right
quadrant (there are two red symbols), then the demodulated
symbol is erroneous. The CW EMD component Em is shown
as the vector ~E with a solid line. All QPSK symbols are
affected by CW EMD (look at ~E1,2,3,4), yet only one symbol,
namely the first, leads to a symbol flip. Let us look at the
disturbed symbol. The actual distances of the first reference
(sent) and disturbed (received) QPSK symbols are shown
with vectors ~S1 and ~R1, respectively. The QPSK demodulator
cannot identify the actual E2 and S2 values. Instead, it maps
the received 1′ symbol back to the QPSK symbol 4 in the
bottom-right quadrant and will estimate the original vectors
~S1 and ~E1 as the new ~S1

∗
and ~E1

∗
vectors.

The CW EMD can be derived if one were to assume that
the CW EMD component is small enough not to cause any
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Fig. 3: CW EMD influence on QPSK modulated symbols

symbol flip (i.e. the estimated S∗m = Sm and E∗m = Em), as
shown in three out of four quadrants in Fig. 3. Next, applying
the DFT on (7) and implementing an ideal automatic gain
control as shown in (8) result in the equations (10) and (11)
for Sm and Em, respectively.

Sm = 2

K−1∑
n=0

(
(
an
2

+ j
bn
2
)e−j2πmn/K

)

=
1

K

K−1∑
n=0

(
K−1∑
k=0

(Ik + jQk)e
j2πkn/Ke−j2πmn/K

)
= Im + jQm (10)

Em = ACW

K−1∑
n=0

(
e−j(2πfdiffn/Bd+θCW)e−j2πmn/K

)
. (11)

Note that after the DFT, the signal is transformed into the
frequency-domain, where t = n

Bd .
Taking into account (5), equation (11) becomes:

Em =ACW

K−1∑
n=0

(
e−j(2π((d+α)H)n/Bd+θCW)e−j2πmn/K

)
=ACWe

−jθCW

K−1∑
n=0

(
e−j2πn(d+α+m)/K

)
. (12)

Em can be retrieved by subtracting the received symbol
values Rm from the originally transmitted symbols Sm.

Combining (9) and (12) gives:

Em = Rm − Sm

= ACWe
−jθCW

K−1∑
n=0

(
e−j2πn(d+α+m)/K

)
. (13)

Note that (13) results in (14) if there is no spectral leakage
(α = 0):

Em =

{
ACWe

−jθCWK if m = −d
0 if m 6= −d . (14)

The mathematical procedures described above can be repre-
sented by Fig. 4. The received QAM symbols Rm after demod-
ulation can either be correct or erroneous. By remodulating
the demodulated Rm, an estimation, S∗m, of the original Sm
is obtained. Which in its turn can lead to an estimation (E∗m)

DFT
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QAM

demodulation

QAM

modulationCorrect/

Erroneous

data

Fig. 4: The CW EMD extraction procedure

of the original Em by subtracting Rm from the remodulated
symbols S∗m.

If the symbols were erroneously demodulated, then not all
the S∗m values will coincide with the originally transmitted
symbol values Sk (see Fig. 1), and E∗m will not be the actual
Em on certain subcarriers due to symbol flips.

An example of the CW EMD component large enough to
cause symbol flips is shown in Fig. 5a and Fig. 5b for the
real and imaginary parts, respectively. In both figures, the
black line shows the error value E∗m, the blue points show the
received and remapped symbols S∗m, while the red points show
the originally transmitted symbols Sk. The black line, E∗m
clearly follows the spectral leakage pattern known from [20]
except for the subcarriers 32 to 35, where a difference and,
hence, a symbol flip of S∗m with regards to Sk are also visible.
The figures show that although some E∗m values are no longer
spectral leakage errors as defined in (13) for m ∈ [32 : 35],
all others still are.

C. Finding the CW EMD parameters

The previous subsection showed that when spectral leakage
occurs (α 6= 0), each subcarrier contains information about
CW EMD represented as E∗m values. In this subsection, let us
assume that E∗m fully equals Em, i.e. the power of the CW
EMD is too low to cause any symbol flips. The parameters of
the CW EMD can then be found by exploiting a specific rela-
tion between the first and second half of subcarriers containing
Em. Let us show this mathematically, starting with the addition
of Em and Em+K

2
. Note that the integer operations on indices

are ring-mapped back to the set, meaning that m = K+1 maps
to 1 and m = 0 maps to K, i.e. modulo K calculus.

Em + Em+K
2
=

ACWe
−jθCW

K−1∑
n=0

(
e−j2πn(d+α+m)/K(1 + e−jπn)

)
, (15)

with,

1 + e−jπn =

{
2 if n is even
0 if n is odd .

By introducing n = 2q, the sum in (15) can be reduced
(excluding all zeros) to a new sum (16):

Em + Em+K
2
=

2ACWe
−jθCW

K
2 −1∑
q=0

(
e−j4πq(d+α+m)/K

)
. (16)
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Fig. 5: QAM128 with 64 subcarriers: (a) — real part, (b) —
imaginary part. E∗m denotes CW EMD, S∗m — received QAM
symbols after ”demodulation-modulation” process (see Fig. 4),
Sk — transmitted QAM symbols (see Fig. 1).

Similarly to (15) and (16), let us now take the difference
between Em and Em+K

2
and conduct the same operations:

Em − Em+K
2
=

ACWe
−jθCW

K−1∑
n=0

(
e−j2πn(d+α+m)/K(1− e−jπn)

)
, (17)

with,

1− e−jπn =

{
2 if n is odd
0 if n is even .

By introducing n = 2q + 1, the sum in (17) can be reduced
(excluding all zeros) in to a new sum (18):

Em − Em+K
2
=

2ACWe
−jθCW

K
2 −1∑
q=0

(
e−j2π(2q+1)(d+α+m)/K

)
=

2ACWe
−jθCWe−j2π(d+α+m)/K

×
K
2 −1∑
q=0

(
e−j4πq(d+α+m)/K

)
. (18)

Looking at equations (18) and (16), one may notice that
they depend on each other. This dependency allows to derive

the CW EMD frequency fdiff, what can be done by, first,
combining expressions (18) and (16) that results in (19):

Em − Em+K
2
= (Em + Em+K

2
)
(
e−j2π(d+α+m)/K

)
= (Em + Em+K

2
)
(
e−j2πfdiff/Bd e−j2πm/K

)
. (19)

The CW EMD frequency fdiff can then be derived from
(19):

fdiff =
jBd

2π
ln
(
e−j2πfdiff/Bd

)
=
jBd

2π
ln

(
Em − Em+K

2

Em + Em+K
2

ej2πm/K

)
. (20)

Once fdiff and Em are known, the amplitude ACW and phase
θCW can also be calculated:

ACW =

∣∣∣∣∣∣∣∣∣∣
Em + Em+K

2

2

K
2 −1∑
q=0

e−j4πq(fdiff/Bd+m/K)

∣∣∣∣∣∣∣∣∣∣
(21)

θCW = j ln


Em + Em+K

2

2ACW

K
2 −1∑
q=0

e−j4πq(fdiff/Bd+m/K)

 . (22)

As was shown in Figs. 3, 5a and 5b, if the CW EMD power
is high enough, E∗m is not always equal to Em for one or more
subcarriers (the subcarriers in Figs. 5a and 5b, where Sk and
S∗m do not coincide). However, one may use the E∗m values
from the subcarriers where no symbol flip occured by the CW
EMD (more details can be found in Section II-D). In this case,
the estimation of fdiff, ACW and θCW will be correct. It allows
reconstructing CW EMD values, Em, along subcarriers using
(13). In Fig. 6 the real and imaginary parts of fdiff for the
same example as in Figures 5a and 5b are shown. Taking into
account equation (20), it can be seen that for subcarriers with
imaginary part equal to zero (m ∈ [2; 29]) the real fdiff values
can be used to make a correct estimation of CW EMD. For
m ∈ [1, 2, 3, 4], the imaginary part deviates from zero, thus
these subcarriers cannot be used for CW EMD estimation, i.e.
the correct fdiff can be found by looking for purely real fdiff.
Eventually, the subtraction of Em from the received symbols
Rm will result in the originally transmitted Sk symbols.

D. The algorithm

In this subsection, all previous subsections are now com-
bined to create the full algorithm, capable of removing the
CW EMD influence on an OFDM frame. The full workflow to
estimate the CW EMD and remove it from the OFDM frame
is shown in Fig. 7. After retrieving E∗m, fdiff is calculated
using (20). Then the CW EMD amplitude and phase (ACW and
θCW, respectively) are determined according to (21) and (22).
Knowing these parameters allows us to model the estimated
CW EMD, subtract it from the disturbed OFDM symbol Rm
and recover the original symbols.
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The algorithm is designed in such a way that it starts work-
ing only when the maximum CW EMD (Emaxm ) is greater than
the quarter minimum Euclidean distance between adjacent
points in the I − Q constellation plane of the modulation
scheme. In summary, the algorithm works as follows:

1. E∗m values are found by demodulating-modulating re-
ceived symbols according to (13).

2. fdiff is calculated for m ∈ [0 : K/2], leading to a set
of possible fdiff. If there are no symbol flips and no
numerical errors, the full set would be real and exactly
the same. However, this is not the case, so a number of
steps were performed according to which specific fdiff
values have to be taken:

A. The frequencies fdiff with the five imaginary parts
Im(fdiff) close to zero are identified since a high
deviation of the Im(fdiff) value from zero indicates
an incorrect estimation of the fdiff.

B. Taking the median of the Re(fdiff) with the five least
deviant from zero Im(fdiff) values results in the best
performance.

3. The fdiff found in the previous step is used to calculate
the CW EMD phase and the amplitude using (21) and
(22).

4. The found CW EMD estimation is subtracted from the
OFDM frame Rm after DFT.

5. The improved data symbols are demodulated.
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Fig. 7: CW EMD cancellation block diagram

TABLE I: Simulation parameters for OFDM symbols

Parameter Value
Modulation scheme QAM(M), M= [16; 32;

64; 128; 256; 512; 1024;
2048]

Number of subcarriers,
K, divided by subcarrier

width

[60; 120; 240; 510; 1020;
2040]

Number of bits, Y log2(M) ·K
Baud rate, Bd 100

Coding technique Hamming
code(15,11)+interleaving

Subcarrier width, H Bd/K

III. EVALUATION OF THE ALGORITHM

A. Simulation assumptions and main parameters

Before presenting simulation parameters and results, it is
necessary to state the main assumptions which were made in
this work:

1) perfect time and frequency synchronizations are present
in the OFDM system.

2) perfect multipath fading compensation results in no need
for the cyclic prefix and pilot signals.

The simulation of OFDM symbols and the interference was
performed in MATLAB [21] at baseband frequencies. The
OFDM symbols are constructed according to the simulation
parameters shown in Table I. The interference is added to
the OFDM symbol according to the parameters shown in
Table II. For every possible EMD phase and every SIR, a
new OFDM symbol is created with random input data. All
results, shown in the following subsections, are then averaged
over all EMD phases per SIR. This is repeated for different
cases of modulation schemes, a number of subcarriers, and
implementations (with and without the algorithm).

Note that when the CW EMD frequency is exactly on a
subcarrier frequency (α = 0), no spectral leakage occurs and
the algorithm cannot find the CW EMD. It can, however,
introduce an error (bit flips) on the data of that subcarrier.
The CW EMD can be treated as a burst error, against which
a simple row-column interleaving is effective [22]. With the
help of interleaving, one may remove the bit flips spread
among subcarriers using an error-correcting technique capable
of correcting at least one bit flip. In this paper, the original
bitstream is coded using the Hamming(15,11) code. Coding,
along with interleaving, provides the needed result (elimina-
tion of CW EMD errors when α = 0) with very limited
overhead (11/15 ≈ 0.73) and low computational cost.

B. Simulation results

With regards to the simulation parameters, the averaged
(over 360 phases θCW) bit error rate (BER) was obtained
through simulations for four different cases:

1) without the algorithm and coding technique;



JOURNAL OF LATEX CLASS FILES, VOL. XX, NO. X, MONTH YEAR 7

-80 -60 -40 -20 0 20 40 60

SIR (dB)

10
-4

10
-2

10
0

10
2

B
E

R
 (

%
)

62.5 dB

52 dB
CW BER ref(%) =0.5

CW BER+Ham+Inter(%) =0.5

CW BER algo ref(%) =0.5

CW BER+Ham+Inter+Algo(%) =0.5

Fig. 8: CW EMD removal with the Hamming coding &
interleaving for the OFDM packet with QAM64 modulation
when α = 0.5. fdiff = 49.927 Hz

2) only with the Hamming coding & interleaving [23];
3) only with the algorithm;
4) the algorithm along with the Hamming coding & inter-

leaving.
Simulation results for QAM64 with 2040 subcarriers when

α = [0; 0.25; 0.5] are presented on Figs. 8, 9 and 10.
In Fig. 8, the BER curves for α = 0.5 are shown. The

black curve shows the BER when neither the algorithm nor
the error-correcting code is implemented. Note that the black
curve has a sharp increase starting at approximately 45.5 dB
SIR level. It is the point where CW EMD is just powerful
enough to make one symbol error.

The blue BER curve shows the case where only the error
correction technique and interleaving were implemented. It
already shows a large benefit, mainly because CW EMD dis-
turbs symbols whose subcarriers lie close to the fdiff frequency.
When using the interleaving, the bit errors are spread over the
complete OFDM frame and can to a large extent, be corrected
by the Hamming coding. It shows a coding gain (the difference
between the SIR levels between the message without the

TABLE II: Simulation parameters for CW EMD

Parameter Value
CW EMD phasea(θCW),

degree
[0:359]

Distance to the closest to
CW EMD subcarrierb, α

[0; 0.25; 0.5]

SIRc span, dB [-70:50]
SIR step, dB 0.1 dB

Noise amplituded, ACW ACW = SRMS

10SIR/20

a Per each phase θCW, a new sequence of bits Y was
generated;
b fCW and fc are aligned in such a way that fdiff can take
values between -50 Hz and 50 Hz;
c SIR = 20 log10(

As

ACW
), where As and ACW denote the

amplitude of the signal and interference, respectively;
d Srms is the root-mean-squared value of the signal in the
time domain; SIR is the current SIR value.
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Fig. 9: CW EMD removal with the Hamming coding &
interleaving for the OFDM packet with QAM64 modulation
when α = 0.25. fdiff = 49.914 Hz

error correction technique along with the interleaving and the
message with them) of approximately 10.5 dB.

When the algorithm is used on its own (the red curved)
or combined with the Hamming coding & interleaving (the
green curve), the BER curve moves considerably to the left.
The algorithm gain (the difference between the SIR levels
between the message without the error correction technique
along with the interleaving and the message with them and
with the algorithm) in this case is 62.5 dB or 52 dB from the
blue curve only implementing the error-correcting technique
(first points of the red and green curves coincide).

Fig. 9 shows the BER curves when the CW EMD happens at
a quarter of the subcarrier spacing from the nearest subcarrier
(α = 0.25). The results presented in Fig. 9 follow the same
trend as in Fig. 8 with the following differences:

1) the gain of the Hamming coding & interleaving along
with the CW EMD removal algorithm towards the the
Hamming coding & interleaving is 52.5 dB and towards
the reference case (the black curve) is 68.5 dB;

2) the black, red, and green curves start at 48.5 dB and
−20 dB (for the red and green curves), respectively.

Although the algorithm seems to work perfectly, it cannot
detect and, therefore, remove the error when the CW EMD
frequency is exactly equal to the subcarrier frequency (α = 0).

-80 -60 -40 -20 0 20 40 60

SIR (dB)

10
-4

10
-2

10
0

10
2

B
E

R
 (

%
)

CW BER algo ref(%) =0.0

CW BER ref(%) =0.0

CW BER+Ham+Inter(%) =0.0

CW BER+Ham+Inter+Algo(%) =0.0

Fig. 10: CW EMD removal with the Hamming coding &
interleaving for the OFDM packet with QAM64 modulation
when α = 0. fdiff = 49.902 Hz. The error correction technique
results in nulled BER (blue and green curves).
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Fig. 11: CW EMD removal algorithm gain against α for
QAM64 with 2040 subcarriers

However, as was mentioned in Section III-A, the combination
of interleaving over all subcarriers and Hamming(15,11) code
solves this issue. This can be noticed in Fig. 10, where the
red curve (only the algorithm is applied) and the black curve
(nothing is implemented, reference) are exactly the same. The
other two cases, when the Hamming coding & interleaving
were used (green and blue curves), result in BER = 0
throughout the whole SIR range and, hence, cannot be seen
on the graph.

The algorithm’s performance for different spectral leakage
cases for QAM64 with 2040 subcarriers can be seen in Fig.
11. The black line corresponds to the algorithm gain calculated
with regards to the minimal BER value for the reference
case shown as the black line in Figs. 8—10. In the same
fashion, the blue line is connected with the blue line in Figs.
8—10. The following comparison of Fig. 11 with Figs. 8—
10 shows that the obtained gains depicted in Figs. 8—9 are
particular cases of Fig. 11. For α = 0 the blue line of Fig.
11 reaches zero because the implementation of the Hamming
coding & interleaving results in no errors. For the black line,
the gain reaches the maximum value because the algorithm +
the Hamming coding & interleaving can deal with the error
(BER=0). Without the algorithm and the Hamming coding &
interleaving, the reference case has a constant BER value.

To show that the algorithm is effective for many different
modulation orders M , as well as for a different number of sub-
carriers K, the simulation was performed for the modulation
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Fig. 12: CW EMD removal algorithm gain against QAM
modulation order
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Fig. 13: CW EMD removal algorithm gain against a number
of QAM subcarriers

order between QAM16 and QAM2048 with a fixed number
of subcarriers of 2040 and a number of subcarriers between
60 and 2040 using QAM64. For each performed simulation,
the algorithm gain is shown in Figs. 12 and 13.

As can be seen from Fig. 12, the CW EMD removal
algorithm’s performance deteriorates somewhat (from 79.5 dB
for QAM16 to 51 dB for QAM2048) with the increase of
the QAM modulation order. It happens due to the constant
numerical noise. With the increase of the QAM modulation
order M , the distance between symbols becomes smaller and
the significance and influence of the calculation error become
greater, thus reducing the performance of the algorithm.

In Fig. 13, an increase in the algorithm’s gain occurs when
the number of subcarriers increases. It can be explained as
follows: CW EMD affects the same number of bits irrespective
of the number of subcarriers. The increase of the latter
increases the number of subcarriers K which can be correctly
demodulated with the presence of CW EMD. In this way,
the possibility to find the correct value of the disturbance
frequency fdiff increases.

C. Performance evaluation under AWGN

In previous sections, the performance of the algorithm was
discussed when perfect channel conditions were assumed. A
simulation using 60 subcarriers with QAM64 modulation and
for α = 0.5 was done with AWGN having a signal-to-noise
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Fig. 14: CW EMD removal algorithm gain against α = 0.5 for
QAM64 with 60 subcarriers and AWGN at an SNR of 80 dB
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Fig. 15: CW EMD removal algorithm gain against α = 0.5 for
QAM64 with 60 subcarriers and AWGN at an SNR of 60 dB

(SNR) of 80 and 60 dB with regards to the original signal.
The results for the SNR of 80 and 60 dB can be seen in
Fig. 14 and Fig. 15, respectively. When the SNR is 80 dB, the
performance of the algorithm, with or without the addition
of Hamming error coding is as good as having no AWGN
(shown in Fig. 13). When the SNR is 60 dB, the algorithm
on its own appears to be heavily affected by the noise. Yet,
with the addition of the Hamming coding & interleaving,
the performance is still equal to the simulation case without
AWGN.

IV. CONCLUSION

In this paper, a mathematical model and its validation for
the CW EMD removal algorithm are described. The algorithm
is compatible with QAM16—QAM2048 modulation schemes,
exploits a spectral leakage phenomenon, and does not require
any prior information about the disturbance. The only condi-
tion required for the algorithm is that CW EMD should not
change within one OFDM packet. The algorithm is proposed
as a measure of improvement of OFDM communication which
is currently prevalent in digital communication.

The presented results demonstrate that by using the pro-
posed CW EMD removal algorithm, one may achieve an
algorithm gain of more than 80 dB. Adding simple cod-
ing techniques such as the Hamming coding & interleaving
improves the algorithm’s performance for the non-spectral
leakage case.

The proposed algorithm proved its efficiency, so the concept
can be used for further improvements. In reality, AWGN
with low SNR levels along with multiple CW EMDS can
impede proper communication. This is especially relevant
for autonomous vehicles that will be in the near future and
where safety is of paramount importance. That is why further
work will be focused on improving the current algorithm to
withstand lower SNR levels and multiple CW EMDs.
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